## Probability \& Computing

## Overview \& The Power of Randomness
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## Idea

- Utilize randomness in algorithms and data structures to obtain much better performance than that of deterministic approaches
- But we have to pay for that...
- Maybe we only expect the approach to be fast
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## Why is randomness useful in computation?

- Useful when bridging the theory-practice gap regarding the performance of an appraoch Theory-Practice Gap
- Algorithm performance often measured by worst-case running time (strong guarantee)
- Observe much better performance in practice than expected
- Example: bidirectional Breadth-First-Search
- no asymptotic speed-up compared to standard BFS in the worst case
- sublinear running time observed on many real-world networks
Average-Case Analysis
- Distinguish practical instances from the worst case

- Define probabilistic distributions (over possible inputs) that favor realistic instances
- Analyze performance assuming input is drawn from the distribution
- Expect good performance when hard instances are sufficiently unlikely


## Overview

## Randomized Algorithms \& Data Structures

- Probability Amplification
- Streaming / Online-algorithms
- Hashing


## Average-Case Analysis

- Random Graphs
- Algorithm Analysis


## Toolbox

- Probabilistic Method
- Yao's Principle
- Coupling
- Dealing with stochastic dependencies
- Concentration bounds
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Assumed Background

- Algorithms and data structures
- Probability theory


Tuesday 8:00 (every other week)
Website scale.tit.kit.edu/teaching/2023ws/randalg
Questions? llias, Discord, Matrix?
Sheets

- Every week, hand in on the Thursday before the next exercise
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- Probability theory

Material

- Slides
- Previous script
- Probability and Computing
- Randomized Algorithms
- Modern Discrete Probability
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## Tic-Tac-Toe

- Players take turns placing $O$ and $X$ in $3 \times 3$ grid
- First to get three in a line wins

Can Player 2 win the game?

## Tree of Moves

(initial configuration) | $\square+$ |
| :--- |
| $+\square$ |
| $\square$ |
| $C_{0}$ |
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- $c_{1,2}=1$ if there exists an $i$ such that $c_{2, i}=1$


## Power of Randomness: Let's Play a Game

## Tic-Tac-Toe

- Players take turns placing $O$ and $X$ in $3 \times 3$ grid
- First to get three in a line wins

Can Player 2 win the game?

## Tree of Moves

- Each node is a board configuration
- A parent-child relation represents a valid move
- Label a config 1 if Player 2 can win, 0 o.w.

What label do we put on the root?

- $c_{0}=1$ if there exists no $i$ such that $c_{1, i}=0$

$$
c_{0}=\bigwedge_{i \in[2]} c_{1, i}
$$


(initial configuration)

$c_{1,1}$ or equivalently, if for all $i$ we have $c_{1, i}=1$

- $c_{1,2}=1$ if there exists an $i$ such that $c_{2, i}=1$

$$
c_{0}=\bigvee_{i \in[4]} c_{2, i}
$$
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## AND/OR-Trees

## Structure

- Node types: $\wedge$-nodes, $\vee$-nodes, and leaves
- The root is a leaf or an $\wedge$-node
- $\wedge$-nodes have only $\vee$-nodes as children
- $V$-nodes have only AND/OR-trees as children


## Evaluation

- Leaves contain boolean values
- Inner nodes evaluate to ...
- the disjunction of their children, for $\vee$-nodes
- the conjunction of their children, for $\wedge$-nodes


## Example Complexities

- Tic-Tac-Toe: 31896 (non-symmetric) games (leaves)
- Checkers: approx. $10^{40}$ leaves
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- $x_{3}:=0$ (value of parent and root not determined, yet)
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## Proof via Induction

- Idea: We are an adversary who knows $A$ and constructs an input (...on the fly, while the algorithm is running. Since $A$ is deterministic this does not make a difference.)
Step: $k-1 \rightarrow k$
- Consider tree of depth $2 k$ as a tree of depth 2 with trees $y_{1}, \ldots, y_{4}$ (of depth $2(k-1)$ ) as "leaves"
- Analogous to the base, we can enforce that $A$ needs to look at all $y_{i}$

- By induction, we can force $A$ to look at all leaves in each $y_{i}$

Theorem: Let $A$ be any deterministic AND/OR-tree-algorithm. For $k \geq 1$ there exists an input $x_{1}, \ldots, x_{4^{k}}$ s.t. $A$ visits all $4^{k}$ leaves and the output is the value of the last one visited.
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- Each inner node has two children
- All leaves have the same depth $2 k$
$\Rightarrow$ A bit-string of length $n=4^{k}$ encodes the input completely
A Simple Deterministic Algorithm
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- Running time on layer $\ell: 2^{\ell}$

$$
\sum_{\ell=0}^{2 k} 2^{\ell}=2^{2 k+1}-1=\Theta\left(4^{k}\right)=\Theta(n)
$$

Can we do better? NO!

## Proof via Induction

- Idea: We are an adversary who knows $A$ and constructs an input (...on the fly, while the algorithm is running. Since $A$ is deterministic this does not make a difference.)
Step: $k-1 \rightarrow k$
- Consider tree of depth $2 k$ as a tree of depth 2 with trees $y_{1}, \ldots, y_{4}$ (of depth $2(k-1)$ ) as "leaves"
- Analogous to the base, we can enforce that $A$ needs to look at all $y_{i}$

- By induction, we can force $A$ to look at all leaves in each $y_{i}$
$\Rightarrow A$ looks at all leaves

Theorem: Let $A$ be any deterministic AND/OR-tree-algorithm. For $k \geq 1$ there exists an input $x_{1}, \ldots, x_{4^{k}}$ s.t. $A$ visits all $4^{k}$ leaves and the output is the value of the last one visited.
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## Idea

- We can evaluate an $\wedge$-node to 0 if we find one 0 -child
- We can evaluate an $\vee$-node to 1 if we find one 1 -child $\}$
while ignoring the other child!
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## Algorithm

evalAndNode( $v$ )
if $v$ is leaf then return value( $v$ )
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- Execute as evalAndNode( $r$ ) for root-node $r$


## Randomized Evaluation

## Idea

- We can evaluate an $\wedge$-node to 0 if we find one 0 -child
- We can evaluate an $\vee$-node to 1 if we find one 1 -child $\}$


## Algorithm

evalAndNode( $v$ )
while ignoring the other child!

```
if \(v\) is leaf then return value( \(v\) )
Here each of the two children is selected with equal probability \(1 / 2\).
\(c:=\) uniformSample(v.children)
if evalOrNode \((c)=0\) then return 0
\(c^{\prime}:=\) the other child
return evalOrNode( \(c^{\prime}\) )
return value(v)
```

```
evalOrNode(v)
                                    eaves in our setting
    c := uniformSample(v.children)
    if evalAndNode(c)=1 then
        return 1
    c':= the other child
    return evalAndNode(c')
```
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## Randomized Evaluation - Running Time

- Depends on how lucky we are, i.e., how often we can avoid checking the other child
- The running time is a random variable, we cannot deduce a specific value in advance

Theorem: On every input $x_{1}, \ldots x_{4^{k}}$ the Randomized Evaluation algorithm (RE) has an expected running time of $O\left(n^{\log _{4}(3)}\right) . \approx O\left(n^{0.792 \ldots}\right)$ is sublinear!

Proof via Induction (that the number $X$ of visited leaves at depth $2 k$ is $\leq 3^{k}=3^{\log _{4}(n)}=n^{\log _{4}(3)}$ in expectation)
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Average-Case Analysis
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## Randomized Algorithms

- Often simpler/faster than deterministic ones (sometimes the only possible way)
- At the cost of certainty (may be slow, may be wrong)

Quicksort (expected $O(n \log (n))$ but $O\left(n^{2}\right)$ worst case) Next week!

- Example: AND/OR-Trees, expected running time sublinear in the input size Average-Case Analysis

- Model real world using probability distributions over inputs
- If worst case is unlikely, expect good running times
- Example: Binary search-trees with simple insert strategy have same expected depth as complicated deterministic data structures


